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Background: Chest tube management aims to balance the risks of early chest tube removal (such as 
postoperative complications and reinsertion) and detriments of excessive and prolonged drainage (e.g., 
infection, pain, and increased length of stay). The Chest tube Learning Synthesis and Evaluation Assistant 
(CheLSEA) is an artificial intelligence-based clinical decision support system, designed to combine, interpret, 
and learn from postoperative patient monitoring data to provide safe and effective recommendations 
for healthcare providers managing chest tube care. CheLSEA user-interface is an interactive dashboard 
developed to access recommendations produced by the system. The purpose of this study was to gain an 
understanding of healthcare professionals’ perceptions, and patient’s views towards an artificial intelligence-
based clinical decision support system for chest tube care. An evaluation to assess the usability of the user-
interface was also conducted. 
Methods: This mixed-methods study was conducted in three phases: (I) a survey of healthcare professionals’ 
perceptions towards artificial intelligence-based clinical decision support system, (II) usability testing sessions 
with potential users of the system’s user-interface, using a think-aloud approach followed by interviews with 
closed and open-ended questions organized in a structured worksheet, and (III) semi-structured interviews 
with patients to ascertain their views toward the use of artificial intelligence-based clinical decision support 
system in their chest tube care.
Results: Survey results showed an overall positive outlook on the usefulness of CheLSEA in chest 
tube management and its potential to improve patient care. Healthcare professionals helped identify any 
challenging elements of CheLSEA’s interface and provided suggestions during usability testing. Interface 
evaluation interviews generated major themes including visibility, understandability, usability, navigation, 
workflow, and usefulness. Patient interviews highlighted themes such as optimistic attitudes, implementation 
considerations, transparent communication with healthcare team, overall trust in the surgeon, and desirable 
features of artificial intelligence clinical decision support systems (AI-CDSS). 
Conclusions: For CheLSEA to be functional in a clinical setting, the system must have a user-friendly 
interface that can be integrated with users’ workflow, meet clinical needs, and undergo continual usability 
reviews.
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Introduction

Post-operative pulmonary complications, such as pleural 
effusion or prolonged air leak (PAL), extended hospital 
stay and increased morbidity, are among many challenges 
relevant to chest tube management (1,2). Chest tube 
insertion is a routine procedure used to drain air and liquid 
from the pleural space after lung surgery (3). Despite 
various studies striving towards improved chest tube  
management (4), the clinical decision-making surrounding 
the optimal duration of chest tube drainage continues 
to be challenging for healthcare teams, even when using 
digital pleural drainage monitoring (5). Heterogeneity 
of post-operative lung resection complications, chest 
tube associated pain, and controversies in management 
guidelines complicate the decision-making (6-8). Therefore, 

optimizing chest tube drainage duration is essential to 
avoid complications of both premature chest tube removal 
(e.g., pneumothorax, fluid re-accumulation, chest tube re-
insertion) and unnecessarily prolonged drainage which leads 
to patient suffering and extended hospital stay (4).

Current research has documented discrepancies in 
clinical decision-making related to chest tube management, 
often influenced by training level and preferences based on 
years of experience (7,9). Clinical decision support systems 
(CDSS) use patient-specific data and algorithms to produce 
refined clinical decisions for healthcare teams at the point of 
care (10,11). The limits on analysis of the massive amount 
of monitoring data created as part of routine surgical care 
have been long exceeded. Artificial intelligence (AI) is 
desperately needed for its potential to analyze big data, 
aid in decision-making, and learn from its own mistakes 
(12,13). However, there are many challenges to AI clinical 
implementation, such as physicians’ and patients’ opacity in 
understanding its inner working algorithms. In addition, the 
accuracy and generalisability of AI-based decisions depend 
on the quality and representativeness of the data set used in 
the training process (14). It is also essential to consider the 
need for ongoing surveillance to monitor the algorithm and 
governance to ensure process transparency (15). Intelligent 
decision support systems can help healthcare teams manage 
patients with chest tube drainage and holds the promise 
of improved post-operative outcomes. This study is part 
of an ongoing research program to enhance the quality 
of care for patients who require chest tube drainage as 
illustrated in Figure 1. The research team developed and 
evaluated an artificial intelligence-based clinical decision 
support system (AI-CDSS): the Chest Tube Learning 
Synthesis and Evaluation Assistant (CheLSEA) that can 
generate predictions and recommendations as to when it 
would be considered safe to remove chest tube(s) after lung  
resection (16). The system utilized a forecasting model that 
could improve the timeliness of chest tube removal by up to  
24 hours (17). The team also developed a user interface for 
healthcare workers to interact with CheLSEA in a clinical 
setting (Figure 2).

Highlight box

Key findings
• While survey results show overall positive outlook on the 

usefulness of CheLSEA, end-users identified challenges with 
the interface design and major themes to help facilitate clinical 
integration. 

• Open communication, education, and surgeon’s trust in the system, 
were factors that influenced patient’s trust in the AI-CDSS.

What is known and what is new? 
• There is scant literature on perceptions and considerations that 

underlie AI-based technologies’ clinical adoption by healthcare 
professionals and patient acceptance. Engaging end users in the 
development of clinical decision systems can increase clinical 
adoption.

• This study addresses usability challenges and incorporates patient 
views into AI-CDSS implementation.

What is the implication, and what should change now? 
• Improved interface design and ongoing evaluation are crucial 

for AI-CDSS adoption and integration into clinical workflow. 
Evaluating patients’ perceptions are necessary to build trust in AI 
supported recommendations and alleviate concerns about its role. 

• Researchers developing AI-CDSS with an interface can benefit 
from the challenges and mitigation strategies identified in this 
study.
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Figure 1 The CheLSEA and its components. PAL, prolonged air leak; CheLSEA, Chest tube Learning Synthesis and Evaluation Assistant.

Figure 2 Display outputs pages of the CheLSEA system’s interface. **, air leak criteria: ≤30 mL/min × 8 h; fluid criteria: ≤20% whole-
body lymphatic flow × 24 h. PAL, prolonged air leak; POD, post-operative day; CXR, chest X-ray; LOWESS, locally weighted scatterplot 
smoothing; CheLSEA, Chest tube Learning Synthesis and Evaluation Assistant.
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There is scant literature on perceptions that underlie 
AI-based technologies or identifies the most important 
considerations for their clinical adoption by healthcare 
professionals and acceptance by patients. Current surveys on 
patients’ perspectives towards AI highlighted that viewpoints 
may vary depending on the functionality of AI in various 
clinical settings and can evolve based on the information 
communicated to patients about the AI system (18). Prior 
to implementation of AI-CDSS, it is imperative to identify 
potential barriers perceived by healthcare workers and 
patients to AI technology implementation (19).

In this study, we first aimed to gain feedback from the 
surgical team on CheLSEA’s user-interface as part of our AI-
CDSS continuous quality improvement process. Secondly, we 
explored the general knowledge and perceptions of patients 
regarding AI-CDSS and their use in postoperative care.

We hypothesized that healthcare team members 
would understand the various elements of the user 
interface and agree with their relevance and usefulness. 
We also postulated that patients would be open-minded 
to AI contributing to their care whilst having a limited 
understanding of its potential role. We present this article 
in accordance with the SURGE (The Survey Reporting 
Guideline) reporting checklist (available at https://ccts.
amegroups.com/article/view/10.21037/ccts-22-11/rc).

Methods

This mixed-methods study collected qualitative and 
quantitative data through surveys, system usability testing, 
and semi-structured interviews (Figure 3). This approach 
was selected to provide a comprehensive understanding 
of potential issues and barriers that may interfere with the 
implementation of CheLSEA (20,21).

This project was carried out in three stages: (I) a 
feedback survey from healthcare professionals who are 
potential CheLSEA system users (Appendix 1), (II) an 
interactive usability session with potential users conducted 
by direct observation using a think -aloud technique, 
followed by interviews using closed (Five point-Likert scale 
and multiple choice questions) and open-ended questions 
organized in a structured worksheet (Appendix 2), (III) 
Semi-structured interview with patients to learn about their 
attitudes toward the use of AI-CDSS in chest tube care 
(Appendix 3). Collected data was analyzed after each stage. 
Results informed further evaluation and improvements of 
CheLSEA system and its user-interface. Purposive sampling 
was used to select our participant samples, this technique would 
allow the exploration of feedback from potential end-users and 
recipients on CheLSEA’s clinical implementation (22). The 
study was conducted in accordance with the Declaration of 
Helsinki (as revised in 2013). The study was approved by 
Ottawa Health Science Network-Research Ethics Board 
(OHSN-REB) reference #20180555-01H and informed 
consent was taken from all individual participants.

Development of CheLSEA & user interface

The CheLSEA
The computer engineering principles and methodology 
underpinning the development of an operational system and 
its preliminary performance evaluation have been described 
in detail elsewhere (23). CheLSEA is an AI-CDSS prototype 
that combines statistical modeling, machine learning 
algorithms, clinical evidence, and expert knowledge (Figure 1). 
CheLSEA integrates various follow-up measurements post-
operatively to provide chest tube removal recommendations 
in several future 12 hours’ time frames (16). Data points 

Figure 3 Overview of mixed-methods phases. 
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include: demographic, physiologic (air leak, fluid output), 
radiologic data (chest X-ray grading of pneumothorax, 
pleural effusion, and subcutaneous emphysema), and clinical 
status with a physical examination by a team member.

The validation of predictions prior to invoking the 
built-in safety protocol shows that our model can offer 
robust performance (low variation), accurate classifications 
[80 sensitivity, 90+ specificity, 95+ area under the curve 
(AUC)], and safe recommendations (<10% false chest tube 
removals) (23).

Currently, at our institution, the standard of chest 
tube care depends on patient’s clinical status, the physical 
exam for subcutaneous emphysema and follows a well-
defined protocol. Protocol is defined by an air leak target of  
30 mL/min over 8 hours, pleural fluid output volume (less 
than five times body weight in kilograms in a 24-hour 
period, the status of subcutaneous emphysema, and results 
of chest X-ray including pneumothorax or pleural effusion 
(4,24). The issue of safeguards against potentially unsafe 
recommendations from the system has been addressed 
by creating a fail-safe component consisting of a rule-
based, finite-state machine (FSM). The FSM can override 
classifications made by CheLSEA that are deemed non-
compliant with the clinical protocol.

CheLSEA’s user-interface
To implement CheLSEA in a clinical setting, the research 
team developed a user interface (Figure 2) to provide an 
interactive digital tool for healthcare teams to monitor data 
collected from the chest tube drainage systems and to access 
the AI-CDSS recommendations in real-time. The research 
team including a practicing thoracic surgeon, computer 
scientist, and research associates, developed the interface. 
The interface consists of three main sections with pertinent 
data within each section: (I) patient’s information: includes 
information about the patient, the lung surgery performed, 
and threshold cut-offs for the adopted clinical criteria, (II) 
system’s information: displays CheLSEA’s chest tube removal 
recommendations, (III) graphic information: displays 
physiological and radiological data extracted from the chest 
tube drainage system graphically. The main page’s design 
allows users access to all the components of the interface.
Phase 1: survey of CheLSEA potential users
Among potential end-users, a survey was conducted to 
gather feedback on the acceptance and perceptions of 
a new AI-based CDSS, such as CheLSEA. The survey 
questions were modified based on the System Usability 
Scale (25) to obtain information on the initial usability level 

of CheLSEA. The survey collected input on the necessity 
and utility of the CheLSEA system and its perceived 
influence on workload (i.e., adding extra daily tasks) and 
workflow (i.e., fits within the provider’s work routine), as 
well as its impact on patient care and its potential in clinical 
practice. Information was collected by answering multiple-
choice questions and entering comments in open-text fields. 
A demographic question section asked participants about 
their healthcare professional role. The survey was pretested 
with professionals from our department for content 
validity and ease of completion. The survey was distributed 
electronically using a secure link to potential system users 
within the Thoracic surgery department at the Ottawa 
Hospital. Recipients eligible to participate were team 
members caring for patients with chest tubes including staff 
surgeons, resident surgeons, nurses, and research associates.
Phase 2: usability sessions and interviews of potential users
Inclusion criteria required that the participants have no prior 
exposure to the design of CheLSEA or its interface. An 
invitation to participate was advertised in our surgical unit 
through physical posters and emails (sent once a week for 
4 weeks). The nurse manager coordinated the session dates 
and times to avoid conflict with the participant’s workflow. 
Interviews were planned to continue until saturation of newly 
identified information was reached (26). Once the session 
began, the moderator continuously reminded participants to 
continue talking and was allowed to interact with participants, 
as per published recommendations (27). In addition, while 
observing the participants using the interface, the moderator 
documented hesitancy in navigating any interface section 
and then asked the participant to clarify potential causes 
for hesitancy. All sessions were conducted one-on-one with 
a moderator, using a standardized script and structured 
worksheet. Each session was audio recorded and began with 
a think-aloud component and was followed with a semi 
structured discussion using open-ended questions analyzed 
thematically and closed-ended questions using five-point 
Likert scales (1 strongly agree to 5 strongly disagree) and 
multiple-choice questions. Using the structured worksheet, 
participants were asked questions to collect feedback on 
CheLSEA’s interface and the impact of its elements on patient 
care. Next, open-ended questions were used to probe the 
participants to share general attitudes, the usefulness of various 
interface components, barriers to using the interface, and 
recommendations for improvement. The think-aloud usability 
approach asks participants to verbalize their thought process 
while exploring each interface component and performing 
specified tasks navigating the interface (27). To familiarize each 
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participant with the process, the moderator provided written 
and oral instructions before each think-aloud session.
Phase 3: patient interviews
Patients who had surgery for lung cancer at our department 
in the last 2 years were retrospectively identified for 
recruitment in the study. Individuals were eligible for this 
interview phase if they had lung surgery with post-operative 
chest tube management. Exclusion criteria included age 
younger than 18 years, inability to speak and read either 
English or French, not interested in AI research and 
patients who required chest tube management for pathology 
reasons other than post-operatively.

Interviews were conducted one-on-one by telephone 
or videoconferencing due to restrictions imposed by the 
COVID-19 pandemic. All interviews were conducted in 
Canada by one researcher (A.M) who was trained by an 
expert on qualitative research (S.G.N.). Interview guides were 
developed, sent for multiple rounds of revision, and tested 
with research team members. The final guide (Appendix 3)  
consisted of three main sections: (I) patients’ experience with 
their chest tube management post-operatively; (II) their 
perceptions of issues relevant to CheLSEA as an AI-CDSS, 
and (III) their opinions on the use of CheLSEA in the care 
of patients with chest tubes. The interviews were intended 
to be a single, hour-long session. They began with a brief 
foundational education on AI, clinical decision systems and 
an explanation of the purpose and objectives of the study. 
All participants provided informed consent and were not 
compensated for participating in the study. Interviews were 
audio-recorded with consent and transcribed verbatim by the 
software NVivo (version 12). A team member (AM) reviewed 
the transcripts for accuracy.

Data analysis

Quantitative analysis

The questions posed had responses on multiple choice 
or five-point Likert scales (ranging from 1 for “strongly 
disagree” to 5 for “strongly agree”). This scale was used 
throughout the three phases of the study to summarize 
participants’ demographic characteristics, the initial user’s 
perceptions towards AI-CDSS, the number of hesitations 
in completing a CheLSEA interface task, and the ability 
to interpret some components of the CheLSEA interface. 
The data was analyzed using simple, descriptive statistical 
analysis (percentages and demographic frequencies) using 
software from SPSS Statistics (Version23, IBM Corp, 

Armonk, NY).

Qualitative analysis

The study sought to identify a range of user and patient 
perspectives instead of developing an underlying theory. It 
was determined to analyze the free text answers (phase 1), the 
transcripts from user open-ended questions interviews (phase 2)  
and patient interviews (phase 3) using thematic analysis in a 
stepwise manner as described by Braun and Clark (28). This 
method’s flexibility and descriptive characteristics made it 
superior to existing alternative approaches. As part of the 
coding process, two coders (AM and SG) independently 
reviewed and analyzed the transcripts to elicit common topics 
from the interviews. Initial themes were generated by reading 
transcripts line by line and linked with meaningful texts, then 
grouped into categories based on patterns in the data to form 
subthemes. Related subthemes were grouped into categories 
to form more broad themes. Theme development was an 
iterative process that repeatedly returned to the raw data 
for imputation. Both reviewers met to compare and assess 
agreement on themes and subthemes. All transcripts were 
thoroughly discussed and were revised until disagreements 
were resolved and a consensus was achieved. Final analyses 
were presented to the team for any final revisions.

Results

Survey feedback (phase 1)

A total of 28 participants responded to the survey (Appendix 1)  
including 25 nurses, 2 thoracic surgeons and 1 research 
associate. Over half (15/28; 54%) of respondents were 
unsure about the need for such an AI-CDSS (responded 
maybe), while most participants (17/28; 61%) believed 
that such a decision support system would have the 
potential to improve care and positively impact patient 
care (16/28; 57%). In addition, the usefulness of the AI-
CDSS was well perceived, most participants (18/28; 
64%) stated that it would be helpful in their practice  
(Table 1). Regarding the relevant impact of the decision 
support system on clinical workflow, most respondents (17/28; 
61%) indicated that the system would have a medium impact 
on workflow. Furthermore, 39% (11/28) responded that the 
system would highly impact their daily workload (Table 1).

Several participants (7/28; 25%) misunderstood the 
nature of CheLSEA and were sceptical about its ability 
to improve the care of patients with chest tube. Concerns 

https://cdn.amegroups.cn/static/public/CCTS-22-11-Supplementary.pdf
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were raised that such a system could potentially replace 
the healthcare provider’s best clinical judgment. This was 
captured by the following quotes: “Automating patient care 
will negatively impact patients by removing accountability from 
the healthcare workers delivering care”, and “Medical staff 
should be relying on their physical assessment and evaluation and 
make an educated decision based on their knowledge”.

System usability evaluation findings (phase 2)

A total of 16 participants, 11 nurses, 3 resident surgeons, 

and 2 research team members participated in one-on-one 
think-aloud usability testing of the CheLSEA interface 
(Appendix 2). The frequency of hesitations navigating 
various CheLSEA interface components is presented in 
Table 2. In summary, the PAL score, request time, graph 
data button, pleural space data, pleural space (smoothing), 
and chest X-ray graph all revealed usability issues. Half 
of the participants (8/16; 50%) found the PAL score data 
difficult to interpret and felt unsure about its utility and 
relevance to clinical care. This was a common theme 
among participants who expressed uncertainty regarding 
the meaning and function of the PAL score. All users were 
able to identify the ‘Graph Data’ button. However, seven 
participants (7/16; 44%) requested help before clicking 
the ‘Graph Data’ button as they were hesitant to do so. 
Most users presented positive impressions regarding the 
patient’s and system’s interface elements describing them as 
straightforward, clear, and effective. This was also reflected 
in their responses where 81% (13/16) of participants 
strongly agreed or agreed that the patient’s and system’s 
interface elements were easy to read (strongly agree: 4/16; 
25%, agree: 9/16; 56%). Furthermore, 69% (11/16) of 
participants strongly agreed or agreed that the information 
presented by the first two pages of the interface were easy 
to understand (strongly agree: 3/16; 19%, agree: 8/16; 
50%). Only two participants expressed negative impressions 
regarding those two interface elements. After navigating 
through the first two pages of the interface, users were 
unsure how to proceed. It was not fully clear to them that 
clicking on the “Graph button” would allow them to obtain 
more information. Concerns were raised related to the 
definition of some terminologies on the graphs, such as the 
distinction between air leak flow curves representing raw 
and mathematically smoothed air leak flow data, and the 
colors used for the various graphs.

Challenges with visibility, understandability and 
hesitancy in navigation impeded the participants’ 
operation of interface. Spending time navigating and 
interpreting different components of the interface 
increased the participant’s workload. Also, unfamiliarity 
with terminologies used was an added burden that 
disrupted workflow. Simplifying the graphs and defining 
any ambiguous terminologies was thought to improve 
workflow and facilitate the integration of CheLSEA into 
the provider’s daily work. Further, they requested to have 
an option to have the data as numerical values in addition to 
the graph display.

The ability to interpret information provided to 

Table 1 AI-CDSS for chest tube management feedback survey 
responses (N=28)

Questions N [%]

How would you rate the usefulness of an AI-CDSS as described?

Not helpful 2 [7]

Neutral 8 [29]

Helpful 18 [64]

How would using the AI-CDSS impact your daily workload?

Low impact 9 [32]

Medium impact 8 [29]

High impact 11 [39]

How do you think the AI-CDSS will impact chest tube care?

Negative impact 7 [25]

Neutral 5 [18]

Positive impact 16 [57]

How would using the AI-CDSS impact your daily workflow?

Low impact 8 [29]

Medium impact 17 [61]

High impact 3 [11]

Do you think there is a need for an AI-CDSS to assist in the 
management of patients requiring chest tube drainage?

No 5 [17]

Maybe 15 [54]

Yes 8 [29]

Do you think that this research and development has the potential 
to improve the care of patients requiring chest drainage?

No 3 [11]

Not sure 8 [29]

Yes 17 [61]

AI-CDSS, Artificial Intelligence based Clinical Decision Support 
System.

https://cdn.amegroups.cn/static/public/CCTS-22-11-Supplementary.pdf
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support the user’s clinical decision-making was referred 
to as usability. Based on the participants’ responses to 
the graphs’ usability, more participants chose “strongly 
disagree” and “disagree” more than “strongly agree 
and agree” for both the total volume of air drained and 
the chest X-ray graphs (11/16; 69% and 9/16; 56% 
respectively) (Figure 4). Participants responded that they 
were not able to interpret the “total volume of air drained” 
graph (7/16; 44%) and the chest X-ray graph (6/16; 
37.5%) (Figure 5).

Thematic analysis of the current version of CheLSEA’s 
user interface revealed 6 major themes including: visibility, 
understand-ability, usability, navigation, workflow, and 
usefulness. Themes are described with summarized user 
comments and recommendations in Table 3. For visibility, 
the complexity of the graphs displaying multiple curves 
at once and the colors used to present the curves were 
troublesome. Participants were confused by the overlap 

between the curves and missed important threshold lines 
because of the light colors used. Improving the design 
through separating the curves and optimizing the axis 
format and colors is needed to enhance visibility. For 
example, nine participants didn’t understand the meaning 
of clinically important terms “PAL score” and Air leak 
LOWESS used throughout the interface. Further, 
participants stated that adding definitions to the labels 
and acronyms used will help to fully comprehend the 
information and graphs presented (Understand-ability).

The perception of the role of CheLSEA in improving 
patient care was perceived differently by all participants. 
Participants frequently mentioned CheLSEA’s potential to 
aid in the complex decision-making process surrounding 
chest tube care. However, some participants were 
concerned about the specificity of system, and whether 
the healthcare providers would efficiently integrate their 
assessment skills with this support system. To mitigate 

Table 2 Frequency of hesitations across healthcare professionals who tested the CheLSEA interface during the think aloud session while 
navigating its different components

CheLSEA interface components Hesitancy on task, n [%] Think-aloud users comments

Patient’s information 

PAL score 8/16 [50] Uncertainty for the PAL score meaning

Air leak criteria 3/16 [19] Standardize the duration display format

Fluid criteria 3/16 [19] Change duration display to over 12 h

System’s information

Recommendation 1/16 [6] Participant curious about the process to reach recommendation

Request time 4/16 [25] Clarify time: add AM/PM option

Recommendation expires 3/16 [19] Clarify time: add AM/PM option

POD table 3/16 [19] Participants expressed difficulty understanding the table

Graph data button 7/16 [44] Participants were hesitant & requested help before clicking the graph 
button

Graph’s information

Pleural space data 7/16 [44] Difference between air leak (LOWESS) vs. air leak (Raw). Changing 
choice of colors

Pleural space (smoothing) 5/16 [31] Meaning of air leak (LOWESS). Comment on changing choice of colors

CXR graph 4/16 [25] How are the events graded. Uncertainty about the subcutaneous 
emphysema line overlap

Chest tube liquid output 1/16 [6] N/A

Total volume of air drained per 12 h 1/16 [6] X-axis values not clear

CheLSEA, Chest tube Learning Synthesis and Evaluation Assistant; PAL, prolonged air leak; POD, post-operative day; LOWESS, locally 
weighted scatterplot smoothing; CXR, chest X-ray.
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Figure 4 Likert responses from asking participants if the information displayed on the graph would be useful in caring for patients.

Figure 5 Responses from asking participants if they were able to interpret information from the various graphs.
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these concerns, participants requested educational 
sessions to understand the principles by which the 
recommendations are made and to utilize the various 
interface elements with ease.

Patient perspectives (phase 3)

Patients who previously underwent lung resection surgery 
between April 2020 and March 2022 [e.g., (9/15; 60%) 
lobectomy or (6/15; 40%) wedge resection] shared their 
perspectives. Participants were recruited until March 2022 
to provide perspectives during one-on-one interviews with 

a single session over the phone or by videoconferencing 
lasting between 27 and 48 min. A total of 15 patients 
participated, aged between 50–71 years, composed of 7/15 
(47%) females and 8/15 (53%) males, with education levels 
ranging from high school to postgraduate, and familiarity 
with AI levels ranged from 5/15 (33%) somewhat familiar, 
familiar 7/15 (47%) to intermediate knowledge 2/15 (13%) 
and advanced knowledge 1/15 (7%) (Table 4).

Thematic analysis  revealed f ive major themes: 
optimistic attitudes towards CheLSEA as an AI-CDSS, 
implementation considerations, engagement levels and 
communication between patient and healthcare team, 
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trust in the surgeon, and desirable benefits of AI-CDSS  
(Table 5). Participants viewed the development of an AI-
CDSS as an opportunity to pioneer innovation in clinical 
decision making and enrich our healthcare system. 
Participants expressed a need for a dependable system that 
uses data to improve chest tube management decisions. 
They frequently expressed concerns on decision quality and 
the potential of such systems to produce errors or incorrect 
recommendations, these concerns were viewed as barriers 
to implementation of such systems in patient care. Although 
many participants agreed there was a need for implementing 
technology in health care, a common focus was on the 
implications of such systems for human interaction and 

bedside communication between patients and healthcare 
team members. Participants expressed a concern about 
technology superseding nurses or healthcare workers’ 
reliance on an automated system to monitor patients’ course 
in hospital. 

A common point of discussion in the interviews involved 
being informed on how the AI-CDSS is integrated in 
the decision-making process and what to expect from 
such recommendations. Being educated about the system 
with clear communication by the team was noted to help 
participants build trust with the system and feel more 
comfortable towards the recommendations generated.

Many participants discussed their trusting relationship 

Table 3 Themes descriptions, exemplary comments, and proposed interface recommendations

Themes Description User comments Recommendations

Visibility The display of system’s text, 
lines, or graphs. Standards in 
universal product design must be 
followed across all components

• Overlap between multiple curves on 
same graph creates confusion

• Optimize the major and minor gridlines of 
the x and y axis

• Difficulty reading graph because of the 
colors used to label the curves and the 
graph’s axis format

• Change the colors used to label the 
graphs to improve visibility

• Separate curves within each graph to 
avoid overlap

Understand-
ability

The information displayed by the 
system is easy to comprehend 
Refers to text, labels, and 
instructions of the interface 
components

• Lack of clarity regarding the definition 
of some acronyms or graph’s labels 
used

• Add definitions and content descriptions 
to terminologies used

• Define labels and scale to help interpret 
the graphs

Usability The user’s perception and the 
level that CheLSEA improves 
their clinical decision making and 
caring for patients

• Uncertainty of generalizability for all 
patients and subgroups

• Offer educational sessions for healthcare 
provider to fully understand the different 
components of the system, how is 
decision made, and to build credibility for 
the system

• Concern that the system will replace 
role of physical and clinical judgement

• System could negatively impact 
accountability towards decision

Navigation The level of ease by which users 
navigate the interface platform

• Confusion on where to press to proceed 
to the next section of the interface

• The system, should include instructions 
on when and why to navigate certain 
component of the system

Workflow The interface fits within the 
regular workflow of the care 
provider

• Interpretation of graphs adds more time 
and increase workload

• Simplify the graph presentation to improve 
workflow

• Unfamiliarity with terminologies used 
impedes understanding of information 
and disrupt workflow

• Add definitions to terminologies used as a 
pop-up window

Usefulness The user can use the interface 
with ease, and information 
provided is useful for care

• More information is provided than what 
is needed

• Re-design the interface to allow for selective 
access to extra information available

• Absence of numerical data presentation. 
Data only provided as graphs

• Add the raw data of parameters in an 
organized way

• Omit redundant information

CheLSEA, Chest tube Learning Synthesis and Evaluation Assistant.
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with their surgeon and how it influences their overall 
confidence in an AI-CDSS recommendation. Participants’ 
level of trust in AI-CDSS recommendations was influenced 
by their surgeon’s attitude towards the system. In case 
of discrepancy between the AI-CDSS and the surgeon, 
all participants stated that they would rely on the 
surgeon’s decision. The use of an AI-CDSS in chest tube 
management was perceived to provide benefits ranging 
from improved clinical precision to informed integration 
of patient data into care. Participants emphasized the 
benefit of having such a system that provides clinical 
recommendations tailored to their own monitoring data. A 
system that could improve safety and shorten length of stay 
was deemed potentially beneficial. Participants also felt that 
such systems could be useful in centres with limited access 

to specialty services.

Discussion

Investigators have emphasized the importance of evaluating 
CDSS from multiple angles (29-31). This mixed-methods 
study provides relevant insights into potential challenges 
that healthcare teams may face when implementing decision 
support systems for surgical patients. Direct involvement 
of healthcare providers throughout the development phase 
of CDSS has been shown to enhance their acceptance in 
clinical practice (32,33). However, the literature on patient 
perceptions of AI-CDSS is limited. Previous research 
has surveyed patients and the public to understand their 
viewpoints regarding the intersection of AI and healthcare 
(34-37). These studies were survey-based and provided 
variable perceptions on AI adoption in health care in 
general. Nevertheless, our research provides a unique 
contribution to the field by examining the perceptions of 
both end-users and patients regarding the role of AI-based 
systems in postoperative thoracic surgical care.

Barriers to the implementation of decision support 
interfaces include integration with the user’s workflow, the 
ability of the tool to meet user needs, and the lack of usability 
evaluations (38-42). Such barriers lead to low adoption rates 
by healthcare teams’ of these innovative technologies (43).

Feedback from potential end users identified the 
importance of clearly defining the role of CDSS to alleviate 
patient and healthcare personnel concerns, as well as 
facilitate implementation, and maximize the probability 
of sustained adoption. Our findings indicate that patients 
value innovation and are open to technological advances 
in clinical care. Our patient cohort commonly expressed 
optimism towards AI to leverage decision support systems 
and their potential benefits to patient care. However, 
a considerable proportion of patients and healthcare 
workers interviewed had apprehensions about the quality 
of recommendations and the system’s trustworthiness. 
There were concerns regarding the validity of the system’s 
recommendations, its impact on the patient-healthcare 
team relationship, and navigation of the user interface. The 
nature of real-life clinical practice necessitates collaboration 
between AI and its users rather than shifting responsibility 
to such systems (44,45). Enhanced clinical decision-making 
was demonstrated when clinical experts actively collaborated 
with AI (46-48).

Previous literature suggests that users of CDSS in other 
settings similarly expressed ease of navigation (49), layouts 

Table 4 Patient demographic characteristics

Characteristics Value (N=15), n [%]

Age (years)

50–59 5 [33]

60–69 9 [60]

70+ 1 [7]

Education level

High school 3 [20]

College 5 [33]

Undergraduate 3 [20]

Postgraduate 4 [27]

Familiarity with AI 

Somewhat familiar 5 [33]

Familiar 7 [47]

Intermediate knowledge 2 [13]

Advanced knowledge 1 [7]

Diagnosis

Lung cancer 15 [100]

Operation

Lobectomy 9 [60]

Wedge resection 6 [40]

Sex

Female 7 [47]

Male 8 [53]

AI, artificial intelligence.
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Table 5 Themes with associated subthemes from patient interviews with exemplary quotes

Theme Example quotes from patient interviews

Optimistic attitudes to AI-CDSS • “It is not a perfect experience that I had, it was not perfect science when they decided 
to remove my tube, AI based systems might offer more precision, I think using data is a 
wonderful way to assist. It cannot be worse off; it is an added benefit.”

• “The more data that we have, the better-quality decisions, so it takes out guesswork and 
allows larger amount of data to be analyzed, which, you know, should help to improve the 
overall decision making.”

• “Advancement and innovative technology such as this AI based system will put our Canadian 
healthcare system at a forefront.”

Implementation considerations

Additional monitoring/clinical vigilance • “I know there’s glitches in such systems and errors are going to happen. That is why I expect 
someone to check, make sure that the system is actually doing what it is supposed to.”

• “It would increase my trust if the system could correct its own mistakes or have checkpoints.”

• “There should be data overtime that compares physician’s judgement with the system’s 
judgement and correlate with complications.”

Bedside context • “It’s all great to have all these A.I. systems to help you, but it does not take the place of 
you observing your patient, the nurses who will be using it will somehow become way too 
dependent on it.”

• “I am all for advances in technology, however these systems are just tools and will not 
replace the moment where the surgeon, nurse or physiotherapist looks at you, sees you, and 
reassures you. You need both.”

• “From a patient point of view, these algorithms can help in decision making if used properly, 
but I worry it would compromise the relationship with my healthcare team.”

Engagement and communication 
between patient and healthcare team

• “Patients would be most comfortable if they had a back-and-forth discussion with the 
healthcare team and were given all the information about how the decision is being made by 
the machine and by the healthcare team.”

• “I would like to know what will happen beforehand, or why we are using this system, and how 
safe it is.”

• “It is important for me as a patient to be well informed and know that an AI system is being 
used to take decisions about my care.”

Trust in surgeon • “My trust in such a system would be influenced by what my surgeons think and how confident 
they are in the recommendation produced by the system.”

• “If there is a discrepancy, I would not go with the AI, I would rely on the surgeon’s experience.”

• “I think it is AI system and the doctor should come to agreement, but the final say goes to my 
doctor.”

Desirable benefits of AI-CDSS • “The system will personalize the decision to each patient, it will provide a unique decision 
based on my own variables rather than a generic guideline.”

• “I was operated on during COVID, I was terrified to get an infection during my stay at the 
hospital, if the AI system can get me home faster, I would be all for it.”

• “In a world in which we have fewer health care professionals working in our health care 
centers, and of course, it's worse in small towns or remote areas, then yes, there is some 
benefit to this system.”

AI, artificial intelligence; CDSS, clinical decision support system.
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presentation (50), integration with workflow (51), access 
to supporting information (52) and system’s knowledge 
through training (53) as desirable qualities for system’s 
implementation. We hope that engaging potential users 
and patients in the system’s development will improve the 
trustworthiness and credibility of the clinical implementation 
of our system and increase its adoption (54). Other 
researchers developing AI-CDSS with an interface can 
benefit from the challenges and mitigation strategies 
identified in this study. This feedback is vital as the 
presentation and display of AI-CDSS to its fore-front users 
influences its perceived helpfulness (55,56).

The study findings need to be interpreted in light of 
important limitations. Firstly, the qualitative nature of 
the data with a small, single-institution sample size limits 
the result’s generalizability. Secondly, while participants 
were selected based on characteristics likely to reflect the 
end users and the target population (i.e., lung resection 
patients), randomized selection was not possible. This 
could have introduced uncontrolled bias in evaluating 
the user interface’s quality and the perceived utility of the 
system. In an attempt to reduce bias, usability sessions 
and patient interviews were completed with successive 
participants until saturation was reached and we stopped 
hearing new insights from participants (57). Despite 
these limitations, this research constitutes a worthwhile 
contribution to the field of thoracic surgery and to our 
knowledge, no prior studies have focused on AI-CDSS in 
chest tubes management. We encourage conducting larger 
multi-centre studies to assess the generalizability and 
replicability of our findings.

Conclusions

This study highlights the need to engage healthcare 
providers and patients to validate and evaluate clinical 
decision support systems and improve their clinical 
adoption while achieving the highest possible safety and 
quality. Further clinical assessment is needed to clarify 
the role and value of intelligent systems in caring for the 
surgical patient.
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Appendix 1 Users Feedback Survey: Artificial intelligence based clinical decision support system (AI-CDSS) for chest tube 
management.  

Information: We are developing a clinical decision support system using our previous research in artificial intelligence and advanced 
statistical modeling. Our prototype “Chest tube Learning Synthesis and Evaluation Assistant” (CheLSEA) transforms and integrates 
demographic, physiologic, clinical, and radiologic data into recommendations relevant to the care of patients with chest drains.  The 
purpose of this artificial intelligence-based clinical decision support system (AI-CDSS) is to assist the healthcare team in forecasting 
the optimal time point for chest tube removal or discharge with a tube in place in future 12-hour time frames post-surgery.  

Instructions: Please choose only one option from each of the questions below:  

Please state your role in the healthcare team 

a. Surgeon  

b. Nurse  

c. Resident  

d. Research Member  

e. Other  

How would you rate the usefulness of an AI-CDSS as described?  

a. Not Helpful b. Neutral  c. Helpful  

How do you think the AI-CDSS will impact chest tube care?  

a. Negative Impact  b. Neutral Impact   c. Positive Impact  

How would using the AI-CDSS impact your daily workload?  

a. Low Impact  b. Medium Impact  c. High Impact  

How would using the AI-CDSS impact your daily workflow?  

Supplementary
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a. Low Impact  b. Medium Impact  c. High Impact  

Do you think there is a need for an AI-CDSS to assist in the management of patients requiring chest tube drainage?  

a. No b. Maybe c. Yes 

Do you think that this research and development has the potential to improve the care of patients requiring chest drainage? 

a. No  b. Not Sure  c. Yes  
 
 
Please share any concerns on the clinical implementation of an AI-CDDS such as CheLSEA? 
 
------------------------------------------------------------------------------------------------------------------- 
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Appendix 2 Chest Tube Learning Synthesis and Evaluation Assistant (CheLSEA) System Interface Usability Sessions   
 
 
 
 
 
 
 
 
 
 

“C LSEA”,

–

1. Patient’s Information 













Date (dd/mm/yy): ______________________ 
Time: ________________________________ 
Moderator: ____________________________ 
Participant’s ID: _____________________ 
User Type:  
 Staff MD  Resident MD  Nurse  Research Member 
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2. System’s 












3. Graph’s Information
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–

 

 

 

 

 

 
6. What benefits would you see of using CheLSEA as a system to support the healthcare team in their chest tube management decision 

making? Probe: Why do you think this is a benefit? 
 

 
7. Would you have any concerns about using  CheLSEA, an AI-CDSS, to help you decide when to remove a chest tube? Probe: Why is this a 

concern for you? 
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Appendix 3 Patients Interview Script Guide   
 

Interview Script  
 
 
Note: Italicised text is tips and advice for the interviewer 
     Normal text is question wording or examples of probes  

  
[[Interviewer NOTE: Focus is on identifying the perspective of patients i.e. their thoughts, 
opinion and feedback on the use of the artificial intelligence- based computerized system by the 
health care team during chest tube management.]] 
 
Research Question: What are the patients’ perception, thoughts and feedback on the use of an 
artificial intelligence based computerized system to assist and support the healthcare team in 
chest tube management post lung surgery?  
Objective: Identify patients’ perception on the use of an artificial intelligence based 
computerized system to support the healthcare team during chest tube management post 
operatively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5. Have you had chance to review the information sheet that was sent to you? 
 
IF YES, then ask: 

       “Do you have any questions?” 
Then remind that the interview is going to be audio recorded for research purposes-
PROCEED to 6.  

If No, 
Then Say: “Thank you. I am going to start the recording device now if that is OK and I will just 
get you to confirm for the record that you are happy to proceed and that you are happy for me to 
record the interview. Is that, OK?” 

1.Thank you for agreeing to be interviewed today. As discussed before and as you will have seen in the consent 
form, we are looking to talk to patients who have undergone lung surgery and required chest tube management 
post-surgery. Specifically, we would like to ask for your thoughts, opinion, and feedback on the use of an 
artificial intelligence-based computerized system by the healthcare team during chest tube care.  
 
2.To assist healthcare teams during chest tube management, our team is developing an artificial intelligence-
based computerized system, CheLSEA. The system analyzes data collected from patients with chest drains 
inserted after lung surgery.  The data is then analyzed by the computer system using artificial intelligence data 
science in order to advise the healthcare team. 
 
3.As part of this advice the system makes predictions about when it would be safe to remove a patient’s chest 
tube. The hope is that these recommendations will assist doctors and nurses in deciding whether to remove a 
patient’s chest tube or not.  
 
4.We would like to get your opinions and feedback on the use of this system in caring for patients with chest 
tubes. We will be asking every participant in this study, the same series of questions.  
 
 

Ask for consent to record while recording so that it is documented in the 
audio 
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Start recording here 
6. Are you ok to proceed?  

 
Start the interview by asking the patient the following questions  
 
Education Level 
 
High School  
College  
Undergraduate  
Post-Graduate  
Other  
 
 
How familiar are you with either the term “Artificial Intelligence” or the term “Machine 
learning”  
 
No familiar  
Somewhat Familiar 
Familiar  
Intermediate Knowledge 
Advanced Knowledge   
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A) Experiences  

 
Thank you. I understand that you have had a chest tube in the past. 
 
Q. Can you start by telling me about your 
experience with the chest tube after your 
surgery? 
PROBE: What were the most important 
things to you in terms of how that tube was 
managed? 
PROBE: Do you think that your main 
concerns were understood by the surgeon? 
PROBE: Were there any specific issues? 
 

Note for interviewer: You may find that you get a bit 
of a ‘patient journey’ story that might not immediately 
seem relevant to your question, but so long as they 
really don’t go off on a tangent it is often helpful to let 
them give you that story as they may spontaneously 
start talking about topics you are interested in. 
 
The skill is to know your interview guide inside out so 
that you can jump around a bit if you need. So if they 
start, for example, talking about trust, it can 
sometimes be easier to ask those questions while it is 
still a ‘live’ topic in their mind. So this is the skill of 
the interviewer – making it feel like a conversation 
and less like a survey where it is question and answer 
repeatedly. 
 
Obviously you also need to be able to steer that 
conversation, but keep track or notes of any salient 
items they mention and you can use those as prompts 
to bring things back. E.g. “so you mentioned trust a 
little while back… In terms of the recommendations 
made by a physician about chest tube management 
post operatively; would the use of a affect your level 
of trust in the recommendation?” etc 

 
Q. Would there be any specific information that you feel a healthcare team should have to 
help inform their decision-making for chest tube management after surgery? 
 
 
B) Benefits and Concerns  
“As I mentioned earlier, we are working on a project to create an artificial intelligence based computerized 
system to help the healthcare team to take care of patients requiring chest tube drainage. The system analyzes 
data collected from patients with chest drains inserted after lung surgery.  The data is then analyzed by the 
computer system (CheLSEA) which then provides a recommendation (or recommendations)  for the healthcare 
team. As part of this advice this artificial intelligence based computerized system makes predictions about when 
it would be safe to remove a patient’s chest tube. The hope is that these recommendations will assist doctors and 
nurses in deciding whether to remove a patient’s chest tube or not.  
 
Q. What benefits would you see of using a 
computer system such as this to help decide 
when to remove a chest tube?  
PROBE: Why do you think this is a 
benefit? PROBE: How would it be helpful? 
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Q. Would you have any concerns about 
using this computer-based system to help 
decide when to remove a chest tube? 
PROBE: if they have a concern then ASK : 
Why is this a concern for you? 
 

Note to interviewer: If they say they have a concern 
about “X”.  You can Probe why this is a concern for 
them. Sometimes the thing that is mentioned is not 
the underlying cause of that concern and that’s what 
you need to get to.  
 

 
C) TRUST  

Q. In terms of the recommendations made by 
a surgeon about chest tube management after 
surgery; how might the use of a computer 
system by your surgeon affect your level of 
trust in the recommendation?  
PROBE: What makes you say that? 

Probe question is to make them expand on their answer 
to the Q.  

 
D) Safety  
 

Q. Would there be anything in your surgeon using an artificial-intelligence computerized system 
that would affect how safe you felt in the recommendations made by your surgeon? 
 

 
 
 
 
 

Q. What are your thoughts on using this 
system to make future predictions about 
when it is safe to remove the chest tube but 
there could be a chance that it may be a 
wrong prediction? 
 
Q. It is possible that the computerized 
system may make an error.  This is why 
your medical care remains in the hands of 
your doctors and nurses at all times. 
What is a chance of being wrong would you 
consider reasonable when using Artificial 
intelligence system to make predictions as 
to when it is safe to remove the chest tube? 
For example,   
a)1 wrong prediction out of 5 decisions made  
b)1 wrong prediction out of 10 decisions made  
c)1 wrong prediction out of 100 decisions made  
d)1 wrong prediction out of 1000 decisions made  
e) None of the above. PROBE: What margin of error 
do you think is acceptable 
 

Note to interviewer: The purpose behind this 
question is to understand patients’ opinion on the 
fact of using a system that is not perfect and that 
may make error.   
  
 
 
 
 
 
 
Note to interviewer: Since the first question is open 
ended, we want to follow up with a close ended 
question. Please present patients with the example 
probability. We would like to collect that 
information more specifically by making the patients 
choose a chance of error option.  
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E) Quality of Life  
 
Q. One thing we are trying to also understand are some of the preferences patients have about how what are 
important issues for them when making decisions about their chest tube management and we would like to get 
your thoughts on a few of these:  

For example, if the system predicted that you would 
have air leakage through your chest tube for more 
than 5 days, you could still go home (meaning you 
could go home earlier with the chest drain in place) 
but would have to manage this at home and come 
back to the hospital to have it removed the following 
week. 

Lay out scenarios before the question  
 
Probe to see what it is that is affecting their 
response.  

Alternatively,  
You could stay a few extra days which would allow 
for a bedside treatment (for instance, having a 
medication is put into your chest using your chest 
tube) in order to stop the air leak and remove your 
chest tube before you go home.  
 
Q.  Would you say you would have a preference 
between those options 
,and if so, 
What would be the things that you would be thinking 
about when making that decision? 
Optional: PROBE: why is this important to you? 
 
 

 

 
 
 

F) Response to Conflict 
Q. How would you feel if there was a disagreement between recommendations from the AI 
system and recommendations from your health care team? 
PROBE: Would this affect your level of trust in your doctors and nurses? 
PROBE: Conversely, would this affect your level of trust in the use of artificial intelligence in 
your surgical care? 
 
 
G) Access to decisions by the system:  
Q. Would it be important for you to see the information and the recommendations of the decision 
system? PROBE: How do you think is the best way to share this information with patients? 
 
H) LAST QUESTION to conclude the interview  
 
“Thank you. We have talked about your experiences of a chest tube, your views about the 
information that might be helpful in planning to remove the chest tube or not, as well as factors 
that would affect how safe you felt in that decision and the level of trust you had in that decision. 
Would there be anything else that we haven’t discussed that would affect your decision (or how 
comfortable you were with a decision) about whether to remove a chest tube or not?” 


